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Abstract-Spin Transfer Torque Magnetic Random Access 
Memory (STT-MRAM) is an emerging memory technology which 
exhibits non-volatility, high density and nanosecond read and 
write times. These attributes of STT-MRAM make it suitable for 
last level embedded caches. However, the defects and correspond
ing fault models of STT-MRAM are not as extensively explored 
as in SRAM and therefore, there is a growing need for defect 
and fault analysis. Moreover, stochastic retention failure of STT
MRAM imposes a large burden in testing time. Conventional 
test schemes for retention of STT-MRAM need to be optimized 
for testing a large-size embedded STT-MRAM array. This work 
presents a review of the different defect and fault mechanisms 
as well as a BIST architecture and circuit to reduce testing time 
in characterization and manufacturing tests for retention. We 
address the effect of resistive and capacitive defects and identify 
retention test setup for measuring worst case retention. 

I. INTRODUCTION 

A STT-MRAM cell is composed of one access transistor 
and one magnetic tunnel junction (MTJ) that stores a bit of 
information as shown in Fig.l(a). [1] An MTJ has two fer
romagnetic layers (CoFeB based), which are called fixed and 
free layer and they are separated by a thin insulator layer(MgO 
based). The magnetic moment in fixed layer is 'fixed' into 
one direction and the direction of magnetic moment in free 
layer can be changed depending on difference and polarity of 
potential across an MTJ. When a potential difference is applied 
across MTJ, spin-polarized current passes through an MTJ and 
it attempts to polarize the current in its preferred direction of 
magnetic moment. The angular momentum of the electrons in 
free layer creates a torque that causes a flip in the direction 
of magnetization inside the free layer of MTJ. Depending on 
the direction of magnetization in the free layer, resistance of 
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Fig. 1: (a) Basic IT-IMTJ cell. (b) Bias condition for read. (c) 
Write 0 bias condition. (d) Write 1 bias condition. (e) States 
in a MTJ due to orientation of magnetic moments. [1] 
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MTJ is changed. As shown in Fig.l, when the direction of 
magnetization in free layer is anti parallel to the magnetization 
of fixed layer, MTJ has high resistance and when they are in 
parallel, MTJ has low resistance. Bit 1 and 0 are mapped to the 
two cases: when MTJ has high resistance and low resistance 
respectively. The bias conditions on bit line, source line and 
word line for write and read operation are shown in Fig. 1 (b)
(d). The write operation is bidirectional, where either the bit
line (BL) or source line (SL) is pulled high and the other one 
is pulled low depending on the polarity of the write operation. 
In case of writing 1, the bit line is vdd and source line is 
ground. When word line is asserted, write current flows from 
source line to bit line and MTJ will be in anti-parallel state. 
The bias condition is set to the opposite when writing 0 to 
a cell and the current from bit line to source line sets MTJ 
to be in parallel state. The read operation is unidirectional 
with word line driven to vdd/2 and a pre-charged BL voltage 
discharges through the cell. Depending on the resistance of 
MTJ, discharging voltage at source line is sensed at sense 
amplifier. STT-MRAM is non-volatile since a bit is stored in 
an MTJ as resistance and it is determined by magnetization of 
free layer. The MTJ can either be an In-plane MTJ (I-MTJ) 
with magnetic anisotropy in plane due to shape anisotropy or a 
Perpendicular plane MTJ (P-MTJ) where magnetic anisotropy 
is aligned out of plane, independent of the shape of the free 
layer [2]. The relative merits and demerits of the two structures 
are being extensively studied [2] [3] [4] [5] . 

STT-MRAM arrays are expected to suffer from read and 
write failures which are induced by electrical defects and 
process variations. In [1] [6] , the types of resistive, capacitive 
and coupling defects are identified. Their manifestation as 
read and write faults as well as fault activation patterns are 
analyzed. Apart from read and write faults, STT-MRAMs can 
also suffer from retention failures, a bit-flip in a cell caused 
by thermal noise [7], [8]. Since retention time is exponentially 
proportional to the stored energy (thermal stability), conven
tional test method for retention described in [7] measures 
thermal stability of a cell by applying weak write current to 
a cell. However, it results in prohibitively large test time. In 
the second part of this paper we review a Memory Built In 
Self-Test (MBIST) architecture from [9] that can detect the 
retention failures in a time-efficient manner. It is an efficient 
MBIST architecture that can perform in-situ read, write and 
retention (stochastic test) tests on STT-MRAM arrays. 

The paper is divided as follows. In section II, we sUlmnarize 
the resistive and capacitive defects and corresponding fault 
models discussed in [1]. In section III, we discuss conventional 
retention test that faces a large burden in testing time due to 
stochastic retention failure of STT-MRAM. Lastly, in section 
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IV, we introduce the new retention test scheme proposed in 
[9] that decreases retention test time significantly. 

II . DEFECTS AND FAULT ANALYSIS 

[6] [1] have identified faults during read and write and 
how resistive and capacitive defects induce faults. Table 2 
summarizes fault models and how they contribute to read/write 
failures. 

FauIt Model Affects Key Cause 

Transition 
WR 

Relative Weak WR current due 
Fault (TF) to stray resistive paths 

Coupling 
WR Neighboring cells switching 

Fault(CF) 
Stuck At 

WR TO , WL stuck at VDD or GND 
Fault(SF) 

Incorrect Read 
RD 

Current miscorrelation due to 
Fault (lRF) defects affecting WL,BL 

Read Disturb 
Electrical disturbance at TO 

Fault (RDF) 
RD node due to larger than normal 

RD current 

Fig. 2: Table I: Defects induced faults [9] 

A. Resistive defects 

In this section, we discuss the role of resistive defects in 
2 by 2 cell array explored in [1] [9]. As shown in Fig.3, the 
resistive defects are associated with resistive shorts between 
the node of victim cell and aggressor cells. In the figure, 13 
possible resistive defects can affect read/write of the cell. 

For example, a case of having RSBLO-SLI short between BLO 
and SLl in Fig.3(a) results in write 0 fault in cell-O because 
RSBLO-SLI prohibits BLO to reach full VDD. 

As a result, weak write current across cell-O causes a transi
tion fault to O. A read failure can happen due to RSWLo-WLI . In 
case of reading cell-O, word line 0 is weakly asserted due to the 
nresistive short between wordline 0 and 1. If cell-l contains 0, 
a change of incorrect read fault can happen because of slower 
discharge of bitline O. [1] analyzed how each resistive short 
shown in Fig.3 causes faults in either read or write operation. 
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Fig. 3: (a) and (b) Inter-cell resistive defects [1] 
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B. Capacitive defects 

As shown in FigA, capacitive defects are associated with 
capacitive coupling between data storage node, a node between 
access transistor and MTJ, and word lines. Among capacitive 
defects, the capacitive coupling between WL and data storage 
node are the most aggressive defect since unintended writes 
in neighboring cell can be caused. [9]. For example, CCWLO-T3 
from FigA(a) can cause unintended write to cell-3 in a case 
of writing to cell-I. Another capacitive defect that cause write 
failure is shown in FigA(b). A coupling capacitor Cc WLO-WLI 
weakly asserts WLI when writing 0 to celiO. If the cell 1 is a 
weak cell, which means the critical current for write is lower 
than cell 0, cell 1 may be written to 0 as well. Also, depending 
on the capacitance ratio between Cc WLO-WLI and CWLI , write 
time to cell- l is varied [9]. 
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Fig. 4: (a) Most aggressive capacitive defects (b) capacitive 
coupling between WLs that may cause coupling fault [9] 

III. CHALLENGES IN RETENTION AND THERMAL 

STABILITY T ESTS 

In order to measure retention, authors in [7] proposed a 
possible test methodology based on the thermal activation 
model. In STT-MRAM, retention time is defined as the time 
it takes for a cell to flip, a stochastic phenomenon, caused 
by thermal noise [5]. The average retention time is quantified 
as: T = TOexp(~) and ~ = ~;i = ~kk~Tv [5]. In order 
to ensure system reliability, each cell in an array must have 
enough thermal stability(~ = 60 to guarantee 10 years of 
retention) against stochastic bit flip induced by thermal noise. 
Therefore, having high ~ allows cells to have long retention 
but at the same time, it increases write time and current. [10] 
[11] [12] Since retention of array directly impact system 
reliability as described above, determining ~ in post-Silicon 
tests is of utmost importance. However (1) the statistical nature 
of thermally activated bit-flips, (2) low failure probabilities, (3) 
large dependence on temperature and process parameters (Ms , 
H K, t) and (4) exponential dependence of retention times and 
retention failure probability on ~ make it a challenging test 
problem, as has been noted in the Intel publication [7]. 

[7] uses the thermal activation model [8] [13] [14] and for 
the test case: 

tp « 1 
Toexp(~(l _ IV-t::/)) 

(1) 

Psw can be described as follows [8] [7]: 
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In(Psw ) = In(~tP) - ~(1 - IWWI R) 
o cO 

(2) 

which results in the final fonn: 

P sw = 1 -exp ( - t / exp ( ~ (1 _ I T;R ) ) ) (3) 

According to equations above, measuring switching 
probability(Psw) of cells by applying weak write 
current(lwWR) can yield thennal stability. Once Psw is 
extrapolated, Psw with no current applied is retrieved and 
retention is calculated from thermal stability. The relationship 
between Psw and IwwR and extrapolation of Psw is shown in 
Fig.5. 
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Fig. 5: (a)Experimental data of Psw vs. IwwR [8] 
(b )Extrapolation of Psw in linear region [9] 

However, in order to extrapolate Psw , low weak write current 
must be applied and it results in low Psw in linear region. Since 
the thermal activation model is a stochastic model, a large 
number of successive tests is required to obtain statistically 
significant results. As a result, retention test time for cells with 
high thennal stability increases exponentially because Psw with 
high thermal stability is lower as Fig.5(b) shows. The entire 
algorithm from [7] is shown below. 

Result: Obtain Psw for every cells in an array 
initialization; 
Nrow = total number of rows; 
Iwwr[N] = array that contains N number of IWWR value; 
M = total number of experiments per each IWWR ; 
for i = 0; i <Nrow; i++ do 

end 

for j = 0; j <N; j++ do 

end 

Write test patterns into the line; 
for k = 0; k <M; k++ do 

end 

Apply current IWWR[j] for tp ; 
Read the line value; 
if value i= test pattern then 

I 
error counter of cells with error++; 
rewrite correct value to the row; 

end 

Even though parallelism at a sub-array level can help to 
reduce retention test time, there is a clear limit in reducing the 
total retention test time. With increasing size of cell array, the 
retention test time with this MBIST is not feasible . Therefore, 
there is a strong need for efficient retention test algorithm 
which can reduce test time significantly. We address this issue 
in the next section. 

1 

IV. PROPOSED MBIST FOR RETENTION TESTING 

In order to solve retention test time problem, [9] proposed 
a new retention test scheme that perform in-situ, statistical, 
retention testing of large STT-MRAM arrays. From the reten
tion BIST algorithm [7], a weak write current is applied row 
by row and the row is read right after to obtain Psw . The major 
drawbacks from this scheme are; (1) The retention test time 
increases linearly when the row size of an array increases. 
(2) The retention tests have to be carried out in an linear region 
where Psw is very low. Since Psw is very low in the region 
that retention test is performed, a bit flip will not happen for 
most of the iterations; which means most of the read operations 
after applying current are not necessary. 
These two problems are main bottlenecks for improving speed 
of retention test. The retention test scheme from [9] reduces 
retention time significantly by: 

1. Applying weak write current to multiple rows 
2. Avoiding search (reading rows) when error is not 

detected 

Apply Iwwr to a row for tp ............... 
WR RD I WR I RD WR RD 

Read row to check error location 
(a) 

Initiate RD to search error 

check errors Error detected 
(b) 

Fig. 6: (a) conventional test scheme (b) proposed test scheme 

By testing multiple rows in a column at the same time and 
searching for errors after error detection, retention time testing 
reduces significantly. As Fig.6 shows, the new test scheme 
concurrently runs error detection while applying weak write 
current to multiple rows. Read operation happens only when 
error is detected within the rows under test. 

The retention test is divided into two processes, (1) Error 
Detection (ED) and (2) Error Search (ES). 

A. Error Detection (ED) 

The ED architecture detects an error by observing the 
change in current flowing through a cell since a bit flip in a 
cell changes resistance ac cross a cell and it results in current 
change. As shown in Fig. 7, MTJ resistances in multiple cells 
in a column are connected in parallel when corresponding 
word-lines turn on simultaneously. When IwwR causes a bit 
flip in a cell, the current at source line (Isd changes due to 
the resistance change, which shows that at least one error is 
detected within a column. 

Fig. 7 shows the scheme for detecting a change in ISL 
caused by a bit flip of a cell. Current mirror and multi
stage common dran amplifiers amplify the change in ISL 
and switched capacitors Cl and C2 sample the voltage at 
the common drain amplifier alternatively based on CLK and 
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Fig. 7: Error Detection circuit for a column with 16 rows [9] 
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Fig. 8: Timing Diagram illustrating the operation of the 
MBIST retention test [9] 
CLK_B signals. In a case of bit flip, the voltage difference 
between Cl and C2 is developed and maintained for a half 
clock cycle. By calibrating value of Rl and R2, in+ port is 
set to be always 10m V higher than in- to prevent metastability 
issue in sense amplifier. When sense amplifier enable is on, the 
sense amplifier fully differentiates the in+ and in- to VDD and 
GND. Fig. 8 presents waveform of switched capacitor control 
signals(CLK, CLK_B) and sense amplifier enable. 

B. Error Search 

Once error is detected from ED stage, The location of error 
is searched within activated rows in order to obtain Psw and 
thermal stability of cells. [9] present exhaustive search and 
temporal locality search algorithms. 

1) Exhaustive Search: In exhaustive search, every row in 
a block of activated rows is read to locate errors. Once error 
location is identified, it is stored in a error table and original 
test pattern is written to a row that contains error. Error 
location stored in a error table is used in temporal locality 
searches which exploits temporal locality of error locations. 

2) Temporal locality search: Temporal locality search can 
reduce error search time when some cells exhibits relatively 
low thermal stability due to process variation. Once error table 
is filled from exhaustive search and an error is detected from 
error detection, temporal locality search accesses the error 
location from the error table first to locate errors. Since weak 
cells tend to cause significantly more number of errors in 
retention test, they exhibit strong temporal locality in terms of 
causing errors. If the row specified in the error table contains 
an error, number of errors associated with the row in a table 
is updated. When no error is found in the rows from the error 
table, it switches to exhaustive search to find errors in other 
rows and add a row that contains the error to the error table. 
After it finds an error, it reads the block of rows to ensure it 
corrected all errors. 

V. SUMMARY 

This paper presents a comprehensive test methodology 
for STT-MRAM arrays. We identify resistive and capacitive 
defects that result in read, write failure. The challenges in 
retention test is also discussed and a new MBIST architecture 
[9] capable of collecting statistical data in an STT-MRAM 
subarray to estimate the thermal stability and retention is 
proposed. The proposed MBIST shows 93.75% improvement 
in test-time compared to a brute-force approach [7] with less 
that 5% estimation error. 
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